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0. Summary hk.
) 'l
bl
This article considers single replicate factorial experiments in ‘
o)
incomplete blocks. A single replicate 2™ ¢ 3™2 deletion design in in- ‘:ﬂ
A
complete blocks is obtained from a single replicate ® (n = my + mz) pre- ;Q:
)
",
liminary design by deleting all runs (or treatment combinations) with the x
\/
)
first my factors at the level two. A systematic method for determining g,:
L¥ '
the unbiasedly estimable (u.e.) and not unbiasedly estimable (n.u.e) :lz
IF "

factorial effects is provided. Although the method is discussed for

22

single replicate 2™l x 3%2 gdeletion designs in three incomplete blocks,

O]
(A
the method can easily be extended to more than three blocks. It is shown QE
a Oy Omqt+l A
that for m, > 0 all factorial effects of the type F l...F "IF "l = Fm, ,
2 1 my m1+l m

"N
P

aj =0, 1 for i = l,eeeymy, o = 0,1,2 for i = m+l,..0,m, (al,...,am)
# (0,...,0], (am1+1,...,am) # a(l,...,l) where a = 1 and 2, are u.e. and

m
the remaining factorial effects are n.u.e. 1t is noted that (2 - 1)

*The work of the first author 1is sponsored by the Air Force Office of
Scientific Research under Grant AFOSR-88-0092,

Ud) () o) 0.0 k) ) ! " g LR I PR T T R A" " 9 AT et S AT AR AR LA L L R LR 'J-"F'-"'
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m m
factorial effects of 2 1 factorial experiments and (3 2-3) factorial

2 o™
effects of 3 factorial experiments, which are embedded in 2 =~ x 3
factorial experiments, are u.e. The 2 x 3“1—l deletion designs were con-

sidered in the work of Voss (1986). Defining factorial effects of a
m m
2 ! x 3 2 factorial experiment in a form different than in Voss (1986), a

simple representation of u.e. and n.u.e. factorial effects is obtained.
m,+1

In this representation, there are (2 L +l) n.u.e. factorial effects
1 aml am1+1 "

of the type F, ...F F eseF "¢ This number is smaller than the
1 L m1+1 m

corresponding number of n.u.e. factorial effects in the representation of
Voss (1986). The relative efficiencies in the estimation of factorial

m m
effects of 2 1 x 3 2 deletion designs are also given.

KEY WORDS: Confounding, Factorial experiment, Single replicate,

Unbiasedly estimable.
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; 1. Introduction | ‘lf
: - There is a vast literature on the construction of orthogonal single g%
¥

S replicate factorial designs in incomplete blocks. The reader is referred .ﬁ

to Voss X1986) for the list of references. The concept of deletion

—
designs was introduced in Kishen and Srivastava“{19397: The deletion &

" g PN o e

technique in deletion designs was then used by many authors (see Addleman i

— i e

(1962 1972), Margolin (1969), Sardana and Das (1965), Voss (1986))

“m

This article conSLders72 rE‘Smi—deletion designs in three incomplete

g S

blocks and then presents a systematic method for finding the u.e.land

;

-

n.u.e )factorial effects.. The smaller values of m and m, are the most
- T T —— T ——

practically important cases.

sk~ ot

For n.u.e. factorial effects, the biased estimators (biased w.r.t

U

N block effects) are called the unadjusted estimators. Under the assump-
tion that certain higher order interactions are negligible, the unbiased
estimation of block effects contrasts and n.u.e. factorial effects,

excluding the general mean, are possible. This makes the deletion design

an orthogonal design. The unbiased estimators of n.u.e. factorial

w

effects under the assumption are called the adjusted estimators.

The relative efficiency in the estimation of a factorial effect is
? the ratio of the variance of the unadjusted estimator divided by the
variance of the adjusted estimator. Observe that for u.e. factorial
I ' effects there is no need for adjustment and hence the relative efficiency
is unity. For n.u.e. factorial effects the relative efficiency is less
than unity. The closer the value of the relative efficiency to unity

implies the lesser effect of adjustment to the variance of the estimator.

-~ 3
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Definition and notation are given in section 2. Section 3 presents
the systematic method of determining u.e. and n.u.e. factorial effects.
Section 4 discusses the relative efficiency with an illustrative

example. Section 5 presents some miscellaneous results.

2. Definition and Notation

m m
Consider a single replicate 2 1 x 3 2 factorial experiment in in-

complete blocks. There are m, m = m; +m,, factors in the experiment.

, X
1 m1+1

i= m; + l,...,m1 and Xy = 0,1,2, for i = m1+1,...,m. The runs and thelir

The runs are denoted by (xl,...,x ....,xm), where x, = 0,1, for

m i

effects are denoted by the same notation. The factorial effects are de-

a Olml % +1 am
seoF F eesF ', where a
1 m m

noted by F o +1 = 0,1 for 1 = l,...,m1 and

1
ay = 0,1,2 for 1 = m + l1,¢¢¢,ms The observation on the run (xl,...xm)

i

is denoted by y(x seessX ). The fixed effect model assumed is
1 m

E(y(xl,...,xm)) = (xl,...,xm) + Bj’
V(y(xl,...,xm)) = 02:
Cov(y(xl,...,xm), y(xi,...,xé)) =0, ()

where B, Is the fixed effect of the jth block containing the run

3

(xl,...,xm), o2

and Bj (j = 0,1,2) are unknown constants. Recall that
the effect of the run (xl,...,xm) is denoted by the same notation

(xl,...,xm). The notation {alxl+...+amlxm1 = ul} represents the sum of
ml-l )
all 2 points (x,,ees,x_ ) which are solutions of a,x ,+...+a_ x_ = u
1 m, 171 m,om,

over the Galois Field GF(2), uy = 0,1. Agaln the notation
m,-1

{le+lxml+l+...+amxm = uz} represents the sum of 311 3 2 points
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(xm1+1,..-,xm) which are solutions of am1+1xm1+1+...+uhxm = u, over the

Galois Field GF(3), up, = 0,l. The Kronecker product of

{a,x +ieeta_ x X } is denoted by
m m

*1 ul} and {a

1o m +1

{a1x1+...+am1xIn ul} ® {°m1+1xm1+1+"'+“mxm = u2} and it represents

+..C+ax =U
m m

m1+1 2

1
m,~-1 m,-1
1 3 2

the sum of all 2 ) where

4
run effects Lxl,...,xm X +1,...,xm

1 1

(xl,...,xm ) is a solution of o xyteesta x = u,; over GF(2) and
1 171

+...+amxIn = u, over GF(3).

(xm1+1,...,xm) is a solution of a

X
l+1 m1+1

Example 1. Consider a 22 X 32 factorial experiment. We have m, = 2,
m, = 2 and m = m +m, = 4. The notation {xl +tx, = 0} represents the

sum (0,0) + (1,1). The notation {x3 + 2%, = 1} represents the sum

(1,0) + (0,2) + (2,1). The Kronecker product {x1 *x, = o} ®

{xy + 2, = 1} represents the sum of run effects, (0,0,1,0) + (0,0,0,2) +
(0,0,2,1) + (1,1,1,0) + (1,1,0,2) + (1,1,2,1).

m m
The factorial effects of a 2 L x 3 2 factorial experiment are

defined in terms of run effects by

Qa a

a m m, +1 a
F 1.'.F lF 1 .OOF m
1 n m,+1 n
1 1
= [Fo{a1x1+...+am X, 0= O} + cl{alxl+...+am Xp o = 1}]
171 171
® [do{am1+lxm1+1+”'+amxm = 0} + dl{aml+lxml+l+..'+amxm = 1}
+ e =
dz{am RSP IPET 2}] , (2)

1 1

where the coefficients ¢ d, and d, are given in Table 1.

0* %10 990 9 2
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Table 1

The coefficients Cor Cp» do, d1 and d2 in the equation (2)

o ¢ dg 4 4y
(al,-o,aml)' =9’ (aml+1,oon,am)' 3_9 1 1 1 1 1
+ 0 =0 -1 1 1 11
=0 *0
(1) the first nonzero element in 1 1 -1 0 1
(am1+l’°'°’am) is 1.
(ii) the first nonzero element in 1 1 1 =2 1
(am1+1’-oo,am) iS 2-
£ 0 £ 0
(i) the first nonzero element in -1 1 -1 0 1
(am1+1,...,am] is 1.
(ii) the first nonzero element in -1 1 1 -2 1
(Gm +1,o-',am) iS 2. .
1 W
Y
A
Example 2. 1In Example 1, the factorial effect Fng is defined by :E;
2063 = [-lxy = 0} + [y = 1}] @ [fg = 0} =2 fry = 1} + by = 2] 2
= [-(0,0) - (1,0) + (0,1) + (1,1)] BN
.
)
® [(0,0) + (0,1) + (0,2) -2 (1,0) -2 (1,1) -2 (1,2] na
v
+(2,0) + (2,1) + (2,2)] S
™
= - (0,0,0,0) -...+2 (0,0,1,0) +.u.- (0,0,2,0) -vuut (1,1,2,2,). e
a0
NN
-ti-:{
®
3
W
o
o
;e
o
-'::i‘
._‘.:_‘
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m m
A2 L x 3 2 deletion design D in three incomplete blocks is de-

scribed below. The deletion design D is used throughout the discussion.
Consider a 3™ factorial experiment in 3 blocks by confounding the two
degrees of freedom in F F,...F  and F{F%...F;. The block u consists of

runs which are solutions of the equation x1+...+xm =y, u=20,1,2, From

every block, the runs with the level 2 for the first m; factors are

m m, -1
deleted. The resulting design is D with 2 1 x 3 2 runs in every

block. It is assumed that m, > l. The design D for m, = 0 is discussed
in Section 5.
Example 3. The runs in the three blocks of a 22 x 32 deletion design D

are given below.

o 0o 0 1 1 1 0 0 0 1 1 1
o 0 0 0 0 o 1 1 1 1 1 1
Block 0 o 1 2 2 0 1 2 0 1 1 0 2
o 2 1 0 2 1 0 2 1 0 1 2
o 0 o It 1 1 0 o0 o0 1 1 1
0o 0o 0 0 o0 o 1 1 1 1 1 1
Block 1 1 0 2 0 1 2 o0 1 2 2 o0 1
o 1 2 0 2 1 0 2 1 0o 2 1
0o 0o 0 1 1 1 o0 o0 0 1 1 1
o 0o 0 0o 0 o0 1 1 1 1 1 1
Block 2 2 0o 1 1 0 2 1 0 2 0 1 2
o 2 1 0o 1 2 0o 1 2 0 2 1

It is to be noted that in every block there are 12 runs and the columns

represent the runs.

(VA A ! 8.5%8,
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The least squares estimators of u.e. factorial effects

a a “__——,——a——’;~.--~_~§

* mo™ m 1, ™1 n
F ..oF F .Q.F is F o-oF F -.aF Which iS Obtained by re—
1 @, m1+1 m 1 L m1+1 m

placing the run effect (xl,...,xm) with the observation y(xl,...,xm] in

(2). For n.u.e. factorial effects, the same method yields biased (non-

adjusted) estimators.

Let Bu(u = 0,1,2) be the sum of all run effects in the uth block.

Let X = - B, + 32 and Y = 2B, - Bl - BZ' Clearly X and Y are confounded

1 0
with the blocks in D. Let Bu(alxl+...+amlxml =1),1{=0,1, u=0,1,2,
denote the sum of all run effects satisfying Ay Ryteeata x = i in the
171
uth block. Notice that B, = Bu(alxl+...+amlxm1 = 0) +

Bu(alx1+oo.+amlxml = l)t

Example 4. Consider the block O in Example 3. Observe that

By(x, + x, = 0) = (0,0,0,0) + (0,0,1,2) + (0,0,2,1)
+ (1,1,0,1) + (1,1,1,0) + (1,1,2,2],
B (x; + x5 = 1) + (1,0,2,0) + (1,0,0,2) + (1,0,1,1)
+ (0,1,2,0) + (0,1,0,2) + (0,1,1,1).
Denote
P LLET X - - (B, (@ x ,+¢0ota = 1) = B, (a,x +...+a =0)]
l e e ml 1 lxl e mlxml 1 1x1 so e mlxml =
+[B2[a1x1+no-+am xm = 1) - Bz[alxl+...+qm xm = O)],
1 ™ 1™
a
% m
F, ...le Y =2 [Bo(u1x1+...+amlxml =1) - Bo(alxl+...+ohlxml =0)]
-[Bl[alxl+...+amlxml = l] - Bl(alxl+...+am1xml = 0)],

—[Bz(alxl+...+am1xml =1) - Bz(alx1+...+amlxml = 0]]. (3)

X, .

il ZAXY
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3. Properties. ;
v
In this section the u.e. and n.u.e. factorial effects under D are :'
o
given. It is assume that m, > l. e
oy aml am1+1 am 7
Theorem 1. The factorial effects F1 seoF F _— for -
—_— m, ml+l ::"
(am1+1""’am) * a (1,...,1], a=1,2 and (al,...,am) # (0,...,0), are ‘:\';
u.e. under D. ®
Proof. When (am1+1,...,am) £ a (1,...,1] and (al,...,am) # (0,...,0), it ::$
Lt
i,
m; m -1 X
can be seen that 2 3 runs in a block can be divided into six sets .:5
ml—l m2—2
of 2 3 runs satisfying a,x. +..e4+a x = u, and !
171 m, m 1 "1
1 1 . (]
~
4
'!
uml+1xm1+l+"'+amxm = Uy, uy = 0,1 and u, = 0,1,2. It now follows from :
/\ o
al Olm1 qm1+l am

(1) and (2) that in E(F sesF F eesF ), the block effects cancel N
1 m ml+1 m ~r)
]

r

o olm1 olm1+1 a ¥
and it becomes equal to F‘1 seoF F veoF o This completes the proof. fol)

my ml+l m

2 :'-'1
Example 5. In Example 3, the factorial effects Fl’ FZ’ FIFZ’ F3, F3, F&’ ;-;..
2 2 g2 2 2 2 2 2 .
Fo» FiF,, F3F,, F\F,, F\F3, F\F,, F\F2, F F.FZ, FIFSF,, F P, FF2, FoF,, :;
2 2 2 2 2 2 2 !
FyFy, FoF3F,, FyF3F,, F\FoFy, FIF,F3, F\FoF,, FIF Py, F FFaF,, FIF F3F, 4
are u.e. under D by Theorem 1. :'_:‘.
o Tm ;'::

Theorem 2. The factorial effects F, ..F °F «seF and N
—_— 1 m m,+1 m N’
1 N

ap my o, 2 :
F. +e.F F e+oF  are n.u.e. under D (i.e., they are confounded with >
1 my m,+1 m e
blocks in D).
my mz-l ,

Proof. Consider the uth (u = 0,1,2) block in D. Out of 2 3 runs in ."‘
m,~! m -1 AR o
the uth block, 2 1 3 runs satisfy xl-#'..d-xm = 0 over GF(2) and r:
1 ;Q
r&

™

‘.
N
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m, -1 m -1
x +eeetx_ = u over GF(3). The remaining 2 3 runs satisfy
m1+1 m
x1+...+xml = 1 over GF(2) and xml+l+...+xm =u - 1 over GF(3). Out of
ml-l m2—1 m1—2 m2—l
2 3 runs satisfying x. +...+x =i, 1 = 0,1, 2 3 runs
1 my
satisfy a;xj+eeotq x =13, j = 0,1, and (al,...,om ) # (1,...,1),
171 1
(0,...,0). It is now clear from the definition (2) of
a, 0lml am1+1 @
Fl ...le le+1 ...Fm with am1+1=...=am =a, a=1,2, that in
—5 o>
@ m, m1+1 am ,
E(F «eoF 'F «ooF ) the block effects do not cancel. This \
1 m, m, +] m "

1 1 e
completes the proof. ."
Example 6. In Example 3, the factorial effects F3F4, F;Fz, F1F3F4, :ﬁ’

«
F,F.F,, F.F.F.F,, FF-F., F F-F> and F F F2F> t in addition t fi‘)ﬁ
2734 F1 234 1734 T27 34 300 FifgT4, are not u.e. dn a on to S
the general mean u.
a a
* " 1 |
Theorem 3. Under D, F_ '...F X and F, «ooF Y with (a,,eee,a ) #
_— 1 m, 1 m, 1 m;
(0,0..,0), defined in (3) are u.e.
m, m2-1
Proof. 1In the uth (u = 0,1,2] block of D, 2 "3 runs can be divided
ml-l mz-l
into 2 sets of 2 3 runs each satisfying <>L1xl+...+on.m X, = i, 1 =
1 ") * |
0,1. It now follows from (1) that in E(F1 ...Fm X) and E(F1 ...Fm Y)
1 1 .
the block effects cancel. The rest is clear. This completes the proof. o
Observe that u, X, Y are confounded with blocks in D. The '23'
m, m o % %o+l o« -
(2 1(3 1-2)—1) factorial effects F 1...F ! F ! eooFT with e
1 my m1+1 m ~:
\
o
(am1+1,...,am) #all,eee,1), a = 1,2 and (al,...,am) # (0,0..,0), are ",.
>
e
®
o
P
“~
)

3¢
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m
u.e. under D, The (2 1-1)2 linear functions of factorial effects
a o

a m a ul

1 1 1 1
F. ...F X and F, ...F Y with (a seee,yQ ) # (O,...,O), are u.e., under
1 m, 1 m, 1 m,

m, my m 0

m
D. The above [3 + (2 (3 2—2)—1] + (2 —1]2] =273 2 linear functions

of factorial effects are othogonal to each other.

4. Relative Efficiency

In this section the relative efficiences of n.u.e. factorial effects

are calculated. First note that

/a—\. [s 3
cl1 .0 o o‘1 S a
E(Fl ...le le+1...pm) = F ...le Fm1+1...Fm + (d080+d181+d262), (4)
where dO’ d1 and d2 depends on the values of a, i= 1,...,m1 and
//a\
* M a a
a, a = 1,2, The estimator F, ...F F eeoF  is called the unadjusted
1 m, m1+l 1}
a %
1 1.2 a )
estimator of F, ...F F «eeF and it is denoted by
1 @, ml+1 m

(r,ler 1O L. EY) . It can be checked that
1 my m1+1 m ‘unadj
T m,+]l m, -1
o m 2.1 2
O I T L L) - fo2 3 for a =1,
1 L3} m1+1 m’unadj ? m1+1 m, (5
o2 3 for a = 2.
m, -1
It can be seen that out of 2 points (xl,...,xm ) satisfying
1
x1+...+xml = 0 over GF(2), P points satisfy x1+...+xm1 =u, u=20,1,2,
ml-l
over GF(3). Again, out of 2 points (xl,...,xm ) satisfying
1
x1+...+xml = 1 over GF(2), 0y points satisfy x1+...+xm1 =u, u=0,1,2,
ml-l
over GF(3). Clearly, M50 + N5y + Ny = fyg + g, + N, = 2 « It can
be check that R
F
'
b,
tr
.......... A

[h a8y o 25
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'S,
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] v
1]
4 -12- ¢
\J
'
yt
m n
1 1
n = z ( ) » N = z ( ) ’ 0
00 >0 3w 0l w>0 3w+l g
§ w even integer w odd integer e!
¢ 4
X oy m) A
WM n,, = z ( ) y D0 = L ( ) ’ A
02 >0 3w+2 10 >0 3w y
r w even integer w odd integer :
f ."
¢ ml ml ."
; ny, = L (ap)sn,= £ (L), (6) 8
N 11 >0 3w+l 12 >0 3w+2 3
! w even integer w odd integer ;
. 3
¥ Under the assumption that the factorial effects F ...F F® ...Fa, (
s 1 m, ml+1 m }
v a = 1,2, are negligible, it follows that ﬂ
) — m2—1 )
: E(Fl'”l:‘mll:‘mﬁl'”Fm)unadj =3 [[“10'“12'“00+“02)82 \
@ 3
b
0 + (nypmy mgping )8y + (nymygmmg +ngg)8g ]
}
y =2 2 my! | ]
) = - -
. E(Fl...leFmIH...Fm)unadj 3 [(n10 20, 4,0 +20, -0, )8, :
- - - ’ \
A + (nyp=2n gtny mngpt2ngg g, )8y + (ny =20y 4m gongy #2050 )8 | () :
K) For (ul,...,am ) # (1,...,1), the adjusted estimators of factorial .
1
)
o o
| ™ o« a
effects F. «..F F «soF  are .
1 m, m1+1 m
: *1 " a a % ™ a a .
: (F]_ ...le le+1"'Fm)adj = (Fl .cole Fm1+1...Fm)unadj E
- /
P> — 2 2
+ wl(Fl‘”lele+1"'Fm)unadj + wz(Fl...F lF l+1'°'Fm]unadj' (8)
where Wy and w, are constants depending on a and (al,...,am ]. Notice
% 1
;
. that under the assumption that Fl...F F e o.F are negligible, the
m, m, +1 m ©
l. 1 1 &
, a !
factorial effects F l...F mlFOL F%, (a a ) (1 1) ks
. l LI ] ml m1+l.“ m, 1,...’ ml ,.." [} ?
) R
L]
o, :
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o aml &
a = 1,2, are u.e. and the adjusted estimators of F, ...F F& ...Fa, ' N
1 m, m1+1 m
(al,...,aml) # (1,...,1), a = 1,2, are in fact unbiased estimators. The
z?l’.‘
unbiased estimators of factorial effects (except the general mean) are bt

orthogonal to each other and hence the deletion design is orthogonal

under the assumption that F. ...F F* ...F;, a= 1,2, are negligible.

1 o, ml+1 o gt
The effect of adjustment 1s now evaluated in terms of the variance of the
‘estimators. It cn be seen from (8) that for (ml,...,ct.m ) # (1,...,1],
1
h
— N m,+l m,-1 B
a ®n 022 1 3 2 (1 + wf + 3w2) for a=1,
v Lok F® L FY) L - 2
1 m m+l m’ adj p B+l m, -l 2 9 (9)
‘2 ° 3 (3 +w] + ;) for a = 2.
% aml a a
The relative efficiency in the estimation of F, ...F 'F eeoF
1 m, m1+1 m
(al,...,aml] + (1,...,1) is
% ’/EEI\a a 1 for a =1 B
- 95 5 = ]
V(Fl ceeFn o +1°"Fm)unadj 1+ w + Ju’ ik
1 1 1 2
RE = =
e
@, aﬂ?a o —23——2- for a = 2, (10) P
R )
V(Fl oo.le le+1...Fm)adJ. 3 + wl + 3w2

Notice that 0 < RE { 1. For u.e. factorial effects RE = 1 and for
n.u.e. factorial effects RE < 1. Further the value of E away from ! the

more is the effect of the adjustment to the variance of the estimator. o

)

2 X

Example 7. In Example 3, n, equals to 2 and moreover, Ny = (0) =1, N
Noy 0, Ny, (2) 1, "o 0, n 1 (1) 2 and n, 0. Under the

1
2F2 ligible, it foll f (7
1'2°3°4 15 2F 4", are negligidle, ollows from

X
)
that %

assumption that F.F_F_.F, and F,FF

NI NE SRy \\

By 1 OO0 \ } ) ! v oY 0 I Y
)'.‘"'t"‘.ﬂ.""'.l'..!".0“:0":0“:"‘-0"2! !"‘:D‘.‘.Q"t .*,\"..th' ‘n‘!.. .‘;’!.ﬂ,5’!‘;‘.‘1'!‘.5.‘.'. Q.’ W, b‘?"‘!‘d‘.‘l'. LA A XN A I'.""t‘!‘l‘o"l'l A ‘l\ Ia W% H QRN
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—~
E(F1FoF3F, ) unaay = 2 (= 81 * B)s
3.2
It can be seen that
N
E(F1F3F4)unadj = F\F4F, + 3(- 28, + 8, + B4).
Thus
~ P 1 /\2 2
(FIFZFA )adj = (F1F3F4)unadj _'j (F1F2F3F4)unadj'
Therefore, from (8), « = 1, w, = -.% and w, = 0. Hence from (10),

RE = 1 =3 . .75.
4

1,2
1+3( =
(3
Table 2 presents the values of Wis W, and the relative efficiencies
for factorial effects. It is to be noted that the relative efficiences

for all 6 factorial effects are more than .75 and therefore the adjust-
ments do not have large effects on the varlances of the estimators. The

deletion design with such high relative efficiencies can be considered as

a near orthogonal design.
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Table 2

Efficiencies for 22 X 32 deletion designs

Factorial
Effects a wl wz RE
F,.F 1 -1 0 90
3°4 3 °
2,2 1
F3F4 2 0 3 .90
F.F.F 1 0 -4 .75
134 3
F.F.F 1 0 -1 75
2°3°4 3 *
2,2
F1F3F4 2 1 0 75
2p2
F2F3F4 2 1 0 75
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5. Misgcellaneous Results

In this section the case m, = 0 i.e., m, = m is considered for the

2 1

sake of completeness. The u.e. and n.u.e. factorial effects for a 2%

deletion design are displayed. It 1s a feeling that the deletion design
for the case m, = 0 1s of lesser practical importance than the deletion

designs for the case m, > O.

2

Theorem 4. Under a 2™ deletion design D, the factorial effects

%1 %n
Fl ...Fm for all al,...,am are not u.e.

Proof. First observe th$t three blocks in D can not be of equal sizes

and therefore the block sizes can not all be even. The rest is clear
o a

from the definition of Fll...me. This completes the proof.

Denote the number of nonzero elements in a vector (al,...,oh) by

W(ul,...,um). For w = 0,1,+.+.,m, denote

(!1 a

A, = {F, ...me; W(al,...,am) = w}. (11)

w

Notice that AO consists of the general mean, A1 consists of all main

effects, A2 consists of all two factor interactions and so on.

Theorem 5. For a w (¢ O,m) all contrasts of the elements in A.w are u.e.

Proof. Consider two vectors (al,...,am) and (aT,...,a*m) so that

w(al,...,am) = W(af,...,a;) =w (# 0). It can now be seen that in

every block, the number of runs satisfying a1x1+...+a X

u is exactly
m m

identical to the number of runs satisfying a¥*x u for u = 0,1.

+eo o ta*x
1717 """

The rest is clear from the definition of factorial effects and the model

(1).
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. Example 8. The three blocks in a 2% deletion design are given below.
0 1 1 1 0
. 0 1 1 0 1
Bilock O 0 1 0 1 1
0 0 1 1 1
1 0 0 0 1
0 1 0 0 1
Block 1 0 0 1 0 1
0 0 0 1 1
1 1 1 0 0 0
1 0 0 1 1 0
Block 2 0 1 0 1 0 1
0 0 1 0 1 1

Notice that the Blocks 0 and 1 are of the same size 5 and the Block 2 is

of the size 6. For the set A, = [F|,F), F F2F, F?

3253 4,F4}, it follows from

Theorems 4 and 5 that all the elements in A1 are n.u.e.

contrast of elements in A1 is u.e.

Theorem 6.
a, @
(a) For aw, I Fl R is n.u.e. under D.
A m
W

(b) The linear function of factorial effects cOB0 + CIB

g + ¢y + ¢, = 0 is n.u.e. under D.
(¢) For a w(# O,m),
oy an )
i Fl oooFm + (C0B0+ClBl +c232
w

with cg t cpte,s= 0, is u.e. under D.

Proof. The part (a) can be seen from Theorems 4 and 5.

obvious. The part (c) follows from the block structures

conpletes the proof.

I » . PREL) A e T - P WA SR R o .
“"".'-".'!“' ‘*0"'-.“- l‘l.l.b A‘u,l'a“‘l.,i.n.."o. .Q,O.I.O. '. AN ; .: !'; S5,V -'l.f'l 4 & » n'D..n‘ MY

but every

1 + c2B2 with

The part (b) is

in D. This
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